
Chemistry 4021/8021 Computational Chemistry 3/4 Credits 
 Spring Semester 2009 
 
 FINAL EXAM 
 
 This exam is due May 15th at 3:00 PM. Please email an electronic version 
(preferably as a pdf file) to me at cramer@umn.edu or ensure that a hard copy is in my 
mailbox at that time. 
 
Some might say that science is all about seeing important details in an 
otherwise enormous sea of data. Your task is to exercise your abilities in this 
regard using the data collected by the class over the last two problem sets 
and now available at 
 
http://pollux.chem.umn.edu/8021/C5H8N2/ 
 
You may work alone or as part of a group of people. You are limited to 500 
words if you are working alone (exclusive of references, tables, or figures). 
If you are part of a group, the group is limited to 500 words per member 
(e.g., a six-person group can write an exam of up to 3000 words, although 
you need not feel compelled to hit the maximum). 
 
Find one or more interesting things in the data and present them in the form 
of a scientific paper. We’ve read a lot of papers this semester, and I’ve 
offered editorial comments from time to time about what constitutes a good 
paper. Do your best to follow those guidelines. Try to structure your 
discourse according to Intro/Results/Discussion/Conclusions. 
 
The subject(s) you choose to address are entirely up to you. You can talk 
about theoretical issues (how does DFT compare to HF for various things? 
How does solvation behave as a function of structure? How might you 
resolve discrepancies in the computations? etc.) You can compare data for 
one or several molecules to experiment or other calculations for the same 
compounds or analogs (Are there compounds related to known tautomeric 
equilibria? Can you find connected reactants and transition states for 
particular unimolecular reactions and would predicted rate constants from, 
say, transition state theory compare well to experiment? Are relative 
energies, enthalpies, or free energies consistent with experimental values in 
the NIST database, if such values are available?). You can look at trends in 
bond lengths for different molecules, trends in energies—you can do 



whatever you want. To help you with planning, I am attaching a J. Chem. 
Ed. article that describes some of the ideas that members of a past class had. 
 
References, where provided, should be in ACS format. Note that if you find 
obvious errors in the data, these should be reported to me for repair. They 
are not fitting subjects for analysis, unless there is some interesting technical 
reason that errors might have been expected (a doubtful prospect here). 
 
Grading will be based on clarity (30%), depth of analysis (40%), creativity 
(20%), and style (10%). The exam is worth 150 points total. 
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Quantum chemistry has been a staple of undergraduate
curricula for several decades. For the most part, however, it
has been the rare course in quantum chemistry that advances
much beyond the hydrogen atom (or perhaps H2) in terms of
describing the electronic structure of real molecular systems.
Driven in part by staggering advances in computer technology
during the last 15 years or so, which have rendered possible
on a laptop calculations that once would have taxed the largest
mainframes available, this situation now seems to be changing
(1–3). A brief survey of modern texts in quantum chemistry
finds increasing reference to electronic structure theories and their
use in the approximate solution of the Schrödinger equation
for many-electron systems. For instance, the fifth edition of
Levine (4 ) devotes extensive space to Hartree–Fock (HF)
theory (5) in both its ab initio (6 ) and semiempirical (7 )
forms; describes post-Hartree–Fock methods such as Møller–
Plesset perturbation theory (8), configuration interaction (6 ),
and coupled-cluster theory (9); presents density functional
theory (DFT) (10, 11); and offers an introductory discussion
of methods to carry out population analysis (12), account
for relativistic effects (13, 14), and include solvent effects (15).

At the same time, computational chemistry software has
become increasingly affordable and user-friendly, making it
fairly simple for beginners to take advantage of sophisticated
methods for predicting molecular properties. (Of course, it also
makes it simple for beginners to do phenomenally misguided
calculations and misinterpret their artifactual results, but that
is a subject best left for another time.) There is thus an
increasing need for practical problems that can take advantage
of these newly available resources to improve our pedagogy.
Several problems have been described recently; these were
primarily developed as complements to existing organic/

inorganic laboratory experiments (16–20) or as software-
specific teaching tools (21–23).

This article describes a comprehensive assignment devel-
oped for a one-semester computational chemistry class
composed of roughly 25 first-year graduate and advanced
undergraduate students (Chemistry 8021 [24]; one could cer-
tainly use this exercise in a more general quantum chemis-
try course, however). The assignment was designed to span
two computational problem sets (laboratories, if you will) and
was also the basis for the final exam. Key intents of the ex-
ercise were to introduce students to Web-based informa-
tion storage and data manipulation, illustrate concepts associ-
ated with the utility of various theoretical models, and stress
skills involved in recognizing interesting chemical patterns
in a large collection of raw data. Moreover, effort was made
to foster student collaboration in various aspects of the assign-
ment, although some competitive features were also present.

This article describes the assignment, the data generated
by the students, and the various approaches students took
toward completing the final exam, and offers some thoughts
for improving or tailoring this concept for specific situations.

The Assignment

Students had access through the Minnesota Super-
computer Institute to personal class accounts and the quantum
chemistry program suite Gaussian 98 (25), with which they
were familiarized. They were asked to log in to a password-
protected portion of the class Web site (24 ) (each student
had his or her own password). The initial assignment con-
tained the following instructions (where the instructor is
speaking in first person):
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Select View Surface. You will see my contribution to map-
ping the C3H4N2O2 surface (click on cramer.html to see
it in 3D—if working from home, you will need to get
the Chime Plug-in if you don’t already have it) [a link to
Chime, at http://www.mdli.com/cgi/dynamic/welcome.html,
was provided]. I found a [3+2] cycloaddition transition
state for acetylene and N-nitrosomethylidene nitrone.

Your task is to find a point of your own on the potential
energy surface (PES)—either a minimum or a transition
state—that is not already in the table (easy if you’re the
first to finish, harder and harder the longer you wait). To
complete an entry, you will need a frequency calculation
at the HF/6-31G* level (and thus, of course, you will
first have to have optimized the structure at this level of
theory). When you have the data, click on Submission
Form and paste in the number of imaginary frequencies
(0 or 1), the HF energy, enthalpy, and free energy, and
finally the optimized Cartesian coordinates (you can cut
and paste right from the output file of the frequency cal-
culation). If you make any mistakes, you can delete an
entry and start again.

Each new submission will be visible to all students, so
you can see if the structure you’re working on has already
been taken. Full credit for this problem simply consists
of entering sensible data. In future exercises, we will make
comparisons of different levels of theory and different
isomers to learn more about the chemistry of the surface.

As an aside for those less familiar with the jargon of
molecular modeling, note that the PES is defined as the surface
describing the energy for all possible arrangements of the atoms
within a given molecular formula. Constitutional isomers,
for instance, correspond to different wells on a PES, and the
lowest energy path from one well to another must pass through
some highest energy point, which defines a transition-state
structure.

Returning to details, the information displayed by the
View Surface link was a table (24 ), containing as entries (i)
a link to the Chime-readable Cartesian coordinates, (ii) the
number of imaginary frequencies (no imaginary frequencies
implies an optimized structure to be a minimum, one implies a
transition state structure (i.e., a saddle point), and more than
one is not chemically meaningful), (iii) the absolute energy,
(iv) enthalpy, and (v) free energy in units of Eh, (vi) the free
energy of solvation in units of kcal/mol (blank at this point),
and (vii) a small box for comments.

The competitive aspect of permitting only one individual
to submit any particular structure was, in some sense, mitigated
by the vast array of chemical possibilities available for the
empirical formula in question (note moreover that different
conformations of the same compound qualify as different
structures). The choice of empirical formula is an important
one and should be tailored to the class size to some extent. A
smaller class should have a simpler formula to avoid too sparse
a sampling of the relevant PES. There are other issues associ-
ated with choice of formula that we will address below.

Successful completion of this part of the problem (which
was one component of a larger problem set devoted to ab
initio theory) simply consisted of entering sensible data, as
checked by the teaching assistant and instructor for the
course.

In the next problem set, which was devoted jointly to
DFT and continuum solvent models, the following assign-
ment appeared:

Here continues a problem that will carry over to the final
exam. We add to the data at [the Web site]. Your present
task is to update your structure on the potential energy
surface (PES) with a calculation at the B3LYP/6-31G*
level (since there is no double slash, this implies reopti-
mizing the geometry). The most efficient way to do this will
be to read in the force constants and geometry from your
RHF frequency calculation. Once you have a reoptimized
structure, do a new frequency calculation at the B3LYP/
6-31G* level and update your entry with that data.

Finally, compute the aqueous solvation free energy for
your DFT structure using the SM5.42R/B3LYP/MIDI!
model in MN-GSM.

MN-GSM (26 ) is a solvation module for G98; MIDI! (27, 28)
is a highly efficient basis set optimized for use in solvation
calculations. Here again, the only requirement for credit was
the entry of sensible data, both for the gas-phase DFT calcu-
lations and for the continuum solvent calculation using the
SM5.42R model (29, 30).

The complete data set stored on the Web site then found
use as the basis for the take-home final exam, the instruc-
tions for which were:

Some might say that science is all about seeing important
details in an otherwise enormous sea of data. Your task
is to exercise your abilities in this regard using the data
collected by the class over the last two problem sets and
now available at [the Web site].

You may work alone or as part of a group of people. You
are limited to 500 words if you are working alone (ex-
clusive of references, tables, or figures). If you are part of a
group, the group is limited to 500 words per member (e.g.,
a six-person group can write an exam of up to 3000 words).

Find one or more interesting things in the data and
present them in the form of a scientific paper. We’ve read
a lot of papers this semester, and I’ve offered editorial
comments from time to time about what constitutes a
good paper. Do your best to follow those guidelines.

The subject(s) you choose to address are entirely up to
you. You can talk about theoretical issues (how does DFT
compare to HF for various things? How does solvation
behave as a function of structure? Are there clear errors
in the data? How might you resolve discrepancies in the
computations? etc.) You can compare data for one or
several molecules to experiment or other calculations for
the same compounds or analogs (Are there compounds
related to known tautomeric equilibria? Can you find
connected reactants and transition states for particular
unimolecular reactions and would predicted rate constants
from, say, transition state theory compare well to experi-
mentally measured values?). You can look at trends in
bond lengths for different molecules, trends in energies—
you can do whatever you want.

References, where provided, should be in JACS format.

Grading will be based on clarity, depth of analysis, cre-
ativity, and style.
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In the design of this overall problem, it was hoped that
students would use one another’s data to build connections
on the PES. For example, the presence of one tautomer on
the Web site might inspire a student still working on the
assignment to pick a related tautomer. Or, a student might
see two structures suggesting a reaction path between them
and look for the transition state (TS) structure. The
instructor’s choice of a cycloaddition TS structure was in part
to provide an obvious opportunity for the first student to
choose to find the product. Here too, the choice of empirical
formula is fairly important. If the formula is more limited,
students must perforce develop connected structures.

As a final point, it should be noted that students were
made aware of the large body of thermochemical and other
data available on the Web site of the U.S. National Institute
of Standards and Technology (http://webbook.nist.gov). For the
particular formula chosen here, the Webbook contains data
for only 2 molecules—namely, 2,4-imidazolidinedione
(which was submitted by a student) and 3-methylsydnone
(an interesting zwitterion, which was not submitted). A
potential consideration in problem design is choice of an
empirical formula that takes good advantage of this convenient
online data source.

Student Data

The complete data are provided online at http://pollux.
chem.umn.edu/8021/JCEsm.html. Here we summarize a few
salient details. Most of the entries were five-membered-ring
heterocycles. Of 25 entries, 9 were TS structures and the
remainder were minima. The TS structures tended to be for
conformational interconversions (e.g., a planar TS between
alternative puckered minima for a 5-membered-ring system),
although there were more unusual cases, including a TS for
a [3+2] cycloaddition, a TS for the closure of a dinitroso
compound to a furoxan, and a TS for proton transfer between
two heteroatoms. One particularly unusual pentacyclic
compound was submitted as a local minimum. The total
range of electronic energies was about 250 kcal/mol, and the
total range of solvation free energies was about 20 kcal/mol.

Some care was required before the final exam was issued to
ensure that the data were checked for sensibility. Beginning
students are sometimes prone to assume that errors are in fact
interesting chemical phenomena (it’s so tempting to believe
in the infallibility of something from one’s computer). Access
of the instructor and TAs to all student accounts made it
simple to fix instances where copy–paste errors were made.

Student Performance on the Final Exam

Given the opportunity to collaborate, 11 of the 25 students
chose to do so, forming groups of 2, 4, and 5. Students were
told when the exam was distributed (roughly three weeks
before its due date) that they were welcome to do additional
computations if they so chose, using their class resources, and
roughly 25% of the exams included new computations.

Two student groups chose especially creative analyses.
One examined whether the computed solvation free energies
correlated with other molecular properties. They compared
against dipole moments computed using the CM2 charge
model (31) and against the fraction of polar surface area as

computed by the molecular mechanics program PC Model
(32) (which had been used in the class for other purposes).
The availability of Cartesian coordinates for all structures on
the Web site allowed the latter task to be accomplished in a
very straightforward fashion. Following their analysis, the
students identified outliers in their correlations and proposed
a qualitative fragment-wise contribution model to the solvation
free energy. (Solvation free energies seemed to be a favorite
topic for analysis; other students attempted to rationalize them
in terms of contributions from hydrogen-bond donating or
accepting groups in the molecules.)

Another group elected to generate intrinsic reaction
coordinates (33) (IRCs) at an economical level of theory for all
of the listed TS structures. That is, they attempted to follow
each TS structure (after reoptimization at the more economical
level of theory) down to its reactants and products using vari-
ous algorithms present in Gaussian 98. This group discovered
that such calculations are technically rather challenging, and
transformed that aspect of the experience into a thoughtful
discussion of what TS features seemed to contribute to par-
ticular difficulties. In successful cases, they analyzed the differ-
ences predicted between HF and DFT and attempted to gauge
the relative performance of those two levels by undertaking
a simple bond-energy analysis.

Several other student initiatives are worthy of note. Some
data are available on the NIST Web site for the student-sub-
mitted molecule 2,4-imidazolidinedione, and one student
compared computed ionization potentials for this molecule
with the experimental value and discussed theoretical trends.
Tautomeric energy differences (of which several examples were
available) were analyzed in terms of simple bond-energy argu-
ments. Some students analyzed the data from the standpoint
of developing parameters for molecular mechanics force fields
(which are typically not designed to handle molecules having
extended linkages of heteroatoms, as were present in some of
the submitted structures). The degree of pyramidality of
nitrogen atoms in various rings and functionalities was analyzed.
Some general discussion of the differing ranges of applica-
bility of HF and DFT theory to the unusual functionalities
present in the data set was provided, which developed nicely
from lecture topics that were part of the course material.

No students focused on differences in energies versus
enthalpies versus free energies, perhaps reflecting a lack of
having been exposed to the thermodynamic implications of
such differences. Similarly, no students successfully identified
known rate constants or equilibrium constants for reactions
or equilibria related to the molecules in the data set. This
latter point is not surprising, perhaps, given the vastness of
the literature and the somewhat exotic chemical formula
under consideration.

Targeted Improvements

The greatest potential for modifying the scope of the
problem described above rests with the chosen molecular
formula. The greater the available molecular diversity for
a given formula, the less facile it becomes for students to
profitably take advantage of synergy from one another’s data.
The discerning instructor might choose one formula over
another because of significant quantities of available experi-
mental data (for rates, equilibrium constants, spectra, etc.)
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against which to compare. Class size also influences the choice
of chemical formula.

Of course, one could enforce synergy by providing a
starting structure and insisting that all submitted structures
make some sort of “contact” with existing structures. That
is, if the instructor’s structure is a TS, for instance, the first
submission will be either the reactant(s) or product(s) of that
reaction, at which point a new reaction may be envisioned
from the new cases, and students might be required to explain
how they went from a prior case to their own.

As an alternative, an instructor who makes a choice of
chemical formula based on available experimental (or other
theoretical) data could arrange for those data to be included
before the final analysis stage. That is, the student data would
be salted with additional structures offering opportunities for
greater contact with studies in the literature.

One interesting exercise would be to have the class, rather
than the TA or instructor, identify erroneous data. With
multiple levels of theory, it is usually simple to compare
relative energies, for instance, against the standard of the
instructor’s structure (the data for which are presumably
perfect) and identify where impossible discrepancies arise.

Another modification of the problem would involve a
focus on properties other than energetic ones. For instance,
one could have a formula with a single occurrence of, say, a
phosphorus atom, and ask the students to compute the
nuclear magnetic resonance chemical shift (34) of 31P in their
molecule. Analysis could then focus on the response of the
chemical shift to different molecular environments, differ-
ences in predictions for different levels of theory, etc.

We conclude by noting that student feedback on this
exercise was quite positive. The prevailing sentiment was that
the nature of the problem required individuals to synthesize
a response drawing on mastery of a number of topics that
had been separately presented in the classroom (as formal
lecture material), but importantly there was considerable free-
dom afforded individuals to choose from among a variety of
possible topics and in the process to exercise initiative and
creativity.
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